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Abstract

Numerous psychological findings have shown that mere expo-
sure to ideas makes those ideas seem more true, a finding com-
monly referred to as the “illusory truth” effect (e.g. Hasher
et al., 1977). In the presence of pervasive misinformation,
this basic feature of cognition may undermine the functioning
of a democratic society (Pennycook et al., 2018). However,
genuine beliefs do not only produce judgments of truth, they
also imply other beliefs and drive decision-making. Here, we
sought to examine whether mere exposure to statements pro-
duces genuine beliefs by examining whether people draw in-
ferences from statements after mere exposure. Surprisingly,
and in contrast to familiarity-based accounts of the illusory
truth effect (e.g. Dechêne et al., 2010), we found that exposure
to “premise” statements affected participants’ truth ratings for
novel “implied” statements. This “illusory implication” effect
suggests that exposure to false statements has further-reaching
impacts than previously thought and calls for a new mechanis-
tic account of these effects.
Keywords: Illusory truth; Metacognition; Cognitive Psychol-
ogy; Misinformation

Every day, people are faced with a barrage of unsupported
claims, from pestering ad campaigns to blatant disinforma-
tion on social media. Altogether, we live within an infor-
mation environment that is more connected and more sat-
urated than ever before in human history (Bak-Coleman et
al., 2021). If we are sufficiently critical consumers of media,
can we benefit from this rich access to information without
being exploited by advertisers or misled by misinformation?
Perhaps not. Numerous psychological findings indicate that
mere exposure to ideas makes those ideas appear more true,
a finding commonly referred to as the “illusory truth” effect
(De keersmaecker et al., 2020; Dechêne et al., 2010; Fazio et
al., 2015; Hasher et al., 1977; Pennycook et al., 2018). This
effect suggests that we cannot exist in an environment of mis-
and disinformation without being affected by it—without ex-
posure to these ideas distorting our sense of what is true.

Studies examining the illusory truth effect typically pro-
ceed in at least two phases. At exposure, participants are in-
troduced to a set of false statements. Typically, the statements
are part of a true/false quiz, or a cover story explains they are
part of some other innocuous judgment task. Then, after some
intervening time ranging from minutes to weeks, participants
are asked to judge whether these statements are true. On av-
erage, participants rate the statements as more “true” when
they have been exposed to them previously—an illusory truth
effect.

Decades of research have demonstrated the consistency
and robustness of the illusory truth effect (e.g. see Dechêne
et al., 2010). The effect has been demonstrated for frivolous
trivia questions (e.g. Hasher et al., 1977; Lacassagne et al.,
2021; Unkelbach, 2007; Wang et al., 2016) as well as conse-
quential fake news headlines (Pennycook et al., 2018). The
illusory truth effect has also been shown to be robust across
people with different levels of cognitive ability, need for cog-
nitive closure, and cognitive styles (De keersmaecker et al.,
2020).

The effect is one of “illusory” truth because it occurs fol-
lowing “mere exposure” to statements. That is, it occurs when
the statements are seen or heard in a non-communicative con-
text, such as when they are read during a true/false quiz. Gen-
erally, being told something—even by a complete stranger of
unknown trustworthiness—is prima facie reason for believing
it (Grice, 1989). But reading a statement on a true/false quiz
is not reason for believing it—the statement is being shown
only to test the quiz-taker’s knowledge, and is just as likely to
be false as to be true.

There is something unsettling about the illusory truth effect
and the lack of agency it implies over our own beliefs. Even
more worrisome, there could be dire societal implications if
merely being exposed to an idea causes people to adopt it
as a belief: Pennycook and colleagues (2018) argue that the
illusory truth effect, combined with an environment of perva-
sive misinformation, has important implications for the func-
tioning of democratic society. The illusory truth effect sug-
gests that mere exposure to misinformation could have im-
pacts that cannot be stopped by fact-checking labels (Pen-
nycook et al., 2018), nor effectively curbed by retractions or
corrective information (e.g. Ecker et al., 2011; Lewandowsky
et al., 2012).

However, there is more to belief than ratings of truth. To
illustrate, philosophers advancing dispositionalist theories of
beliefs have focused on a number of observable behaviors
that are indicative of belief (Schwitzgebel, 2021). Though
a person’s assent to a proposition (whether they agree with or
judge it to be truthful) is an important marker and convenient
measure of belief, other features of belief are just as essential.
For instance, beliefs imply other beliefs: for instance, believ-
ing that “it is sunny out” implies the belief that “it is daytime.”
And believing misinformation, such as “Hillary Clinton runs
a sex-trafficking ring out of a pizza parlor” (see Robb, 2017)



might imply the belief that “Hillary Clinton would make a bad
president.” Beliefs also inform action and decision-making,
and whether or not someone holds a belief can be judged (at
least partly) from their decisions. When truly believed, mis-
information can have drastic impacts. To illustrate, a recent
study found that people who marked just one piece of vaccine
misinformation as accurate were nearly twice as likely to be
unvaccinated against COVID-19 compared to those who did
not endorse any vaccine misinformation (Ognyanova et al.,
2021).

Bearing these features of beliefs in mind, the current state
of illusory truth research does not demonstrate that mere ex-
posure to a statement truly engenders belief in that state-
ment. Consider the mechanisms thought to underlie the illu-
sory truth effect: most explanations attribute illusory truth ef-
fects to participants’ reliance on familiarity or fluency during
the judgment process (Fazio et al., 2015; Unkelbach, 2007;
Wang et al., 2016). Roughly, when asked whether something
is true or false, people search their memory for knowledge
pertaining to belief in the statement, but they also rely on
a meta-cognitive sense of familiarity. Familiarity is a sign
that we have “heard this somewhere before.” According to
foundational theories of communication, a general assump-
tion that communicators strive to make true utterances is a
prerequisite for successful communication and social func-
tioning (Grice, 1989). Thus, if having “heard something be-
fore” suggests that someone said it, then ecologically this is
a reasonable cue to truth. Psychological studies that elicit the
illusory truth effect hijack this meta-cognitive heuristic: They
provide this sense of familiarity, but from a communicative
context that lacks any reasonable assumption of truth.

This predominant theoretical account suggests that illu-
sory truth effects do not engender genuine belief and may not
have the deleterious real-world effects that some authors have
feared (c.f. Pennycook et al., 2018). Applying this mechanis-
tic account to the real-world, we might summarize the most
likely process as follows: When people are exposed to a false
statement they form a memory impression of it, but they do
not draw inferences from this statement to revise other be-
liefs, nor do they plan future actions on its basis. In a real-
world context, there would be essentially no impact from the
exposure. In the experimental context however, the statement
is seen again and a truth-judgment is requested. It is only at
this time that the memory impression of the statement pro-
duces a feeling of familiarity and affects the truth judgments
rendered at that time. Under this theoretical account, the im-
pact of prior exposure depends on a subsequent re-exposure,
coupled with a judgment or action to be taken at that time.
This would make the real-world consequences of the illusory
truth effect far narrower than some have argued.

Nevertheless, much as we might be relieved to dismiss
them, concerns like those raised by Pennycook and col-
leagues (2018) loom large enough to warrant further consid-
eration. Could mere exposure to statements truly impact be-
liefs beyond providing a sense of familiarity? Could illusory

truth effects instead reflect genuine belief?
Here, we sought to examine whether the illusory truth

effect reflects genuine beliefs in statements following their
mere exposure. One way to test this is to examine whether
people draw inferences from statements after exposure to
those statements in a context without any presupposition of
truth. We designed a study to examine whether mere exposure
to one statement (the “premise”) could affect truth ratings for
another, different statement that it would logically imply (the
“implication”). Such an “illusory implication” effect would
demonstrate that mere-exposure has genuine impacts on be-
liefs beyond those explained by familiarity. In contrast, if the
illusory truth effect is caused entirely by feelings of famil-
iarity during the judgment process, then there should be no
effect of prior exposure for new unfamiliar statements.

Experiment 1
Preregistration information for Experiment 1 can be found at
https://osf.io/c4w8s/. Materials for both experiments
can be found at https://osf.io/znq3y/.

Methods
Participants A total of 400 Participants were recruited
through Amazon Mechanical Turk. Participants who failed
basic attention check questions were excluded from analyses.
These questions asked participants to simply give a particu-
lar response. For example, “This item tests if you are paying
attention, please select ‘Definitely False.’ ” At the end of the
study, participants were also asked if they had searched online
to check any of the claims during the experiment (after being
reassured that they would receive compensation regardless of
their answers). Participants who failed any attention checks
or who indicated they searched online were excluded from
analysis. This left a final sample of 378 (157 female, median
age 36 years-old).

Materials We created 24 pairs of statements presenting
claims about history. Each pair consisted of a “premise” state-
ment and a “implied” statement. Each “premise” statement
was a falsehood that implied either the truth or falsity of the
“implied” statement. Of the pairs, 12 had premise statements
implying that a true statement was false (true-implied-false)
and the other 12 had premise statements implying another
false statement was true (false-implied-true). For instance,
one “true-implied-false” pair was the premise statement, “No
U.S. astronauts have died since the Challenger explosion in
1986” paired with the implied statement, “The space shut-
tle Columbia disintegrated over Texas in 2003” (true, but im-
plied to be false by the “premise”). An example of a “false-
implied-true” pair was the premise statement, “The Tour de
France has been held every year since its inception in 1903”
paired with the implied statement, “The Tour de France was
still held during WWI and WWII” (false, but implied true by
the “premise”).

Procedures Participants first completed informed consent
and a Captcha to limit bot participation.

https://osf.io/c4w8s/
https://osf.io/znq3y/
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Figure 1: Average truth ratings for Implication statements in
Experiment 1, broken down by exposure (exposed vs. un-
exposed), instructions (fact vs quiz conditions), implication
type (true-implied-false vs false-implied-true). For visualiza-
tion purposes, means were calcaulated by translating ordinal
responses onto a scale from -2.5 to 2.5. Error bars indicate
standard errors.

The study proceeded in three phases: 1) an exposure phase,
2) a distraction phase, 3) and finally a testing phase. At the
exposure phase, participants were presented with a subset of
the “premise” statements (8 of the 24 total) as well as some
control statements (12 true, 4 false). Then, after the dis-
traction phase, the testing phase consisted of a true-or-false
quiz. The items tested included both “premise” and “implied”
statements from the 24 item-pairs. For some of the tested
“implied” statements, participants had previously seen the re-
lated “premise” statement (exposed implied test). For others,
they had not seen the related statements (unexposed implied
test). Similarly, they were tested on the “premise” statements
they had previously seen during the exposure phase (exposed
premise test) as well as new unseen premise statements (for
which they had also not seen the related implied statements).
Participants were randomly assigned into three counterbal-
ancing conditions that varied which of the statement-pairs
were assigned to each exposure/test combination.

At the beginning of the study, participants were randomly
assigned to either the “fact” (n = 100) or “quiz” (n = 300)
exposure condition and to one of three counterbalancing con-
ditions. Participants assigned to the quiz and fact conditions
received different instructions and performed different tasks
in the exposure phase.

Participants in the fact condition were told the study’s main
purpose was to learn more about how people learn and apply
new knowledge. They were informed that the initial set of
statements they would see were all facts, and were asked to
rate how surprising each “fact” was to them. The true pur-
pose of this condition was to test whether participants would
successfully draw inferences from the “premise” to the “im-
plied” statements when told that the premises were true.

Participants in the quiz condition were told that they were
to be given a true/false quiz, so that some of the statements
would be true and some false. These participants rated how
confident they were that each of the presented statements
were true or false. The purpose of the quiz condition was to
provide “mere exposure” to these statements, to test for illu-
sory truth and illusory implication effects. We tested for the
illusory truth effect by comparing truth ratings for premise
statements seen during exposure to those that had not been
seen. Similarly, we tested for the illusory implication ef-
fect by comparing truth ratings for implication statements
whose corresponding premise statements were and were not
presented during the exposure phase. If mere exposure to
“premise” statements affects participants’ judgments of the
“implied” statements, this would be evidence for an illusory
implication effect.

After their initial exposure to the statements, participants
provided basic demographic information and were then pre-
sented with the expanded 7 question version of the Cognitive
Reflection Task (CRT, Frederick, 2005; Toplak et al., 2014).
These tasks served to provide a period of distraction between
exposure and test.

Then, participants advanced to the testing phase, where
all participants were asked to rate their confidence that each
statement was true or false. These ratings were made on a 6-
point scale from “Definitely False” to “Definitely True.” The
test phase consisted of the 8 premise statements the partici-
pants previously saw, their respective matching 8 implication
statements, 8 novel implication statements, 8 previously un-
seen premise statements, 12 true control statements, and 4
false control statements.

At the end of the study, participants were debriefed and
presented with a list of the false statements they had seen.

Results and discussion

Participants made their truth ratings in the test phase on a 6-
point scale from “Definitely false” to “Definitely true.” To
properly treat these Likert-style responses, the truth ratings
were analyzed using multilevel Bayesian cumulative ordinal
regression models (Bürkner & Vuorre, 2019) with random in-
tercepts and slopes for participants and items. Cumulative or-
dinal regression models assume that participants’ discrete re-
sponses are driven by a continuous latent variable and a set of
k-1 thresholds determining the range of the continuous vari-
able corresponding to each of the ordinal response options.
This model helps to account for potential differences in scale
usage as well as the bounded nature of the response scale.

All models were fit using the brms R package (Bürkner,
2017), with model posteriors estimated using the No-U-Turn
Markov Chain Monte Carlo (MCMC) sampler implemented
in Stan. Four MCMC chains were run for each model, with
2000 samples (1000 burn-in) drawn from each. Chains were
assessed for convergence with R̂ and the total estimated ef-
fective sample size was verified to be greater than 1000 for
all parameters (Gelman et al., 2014).



Table 1: Population coefficients of Bayesian regression
model for Implication effects in Experiment 1.

Term Estimate CI2.5% CI97.5%

Intercept[1] -3.38 -3.86 -2.92
Intercept[2] -2.26 -2.74 -1.80
Intercept[3] -1.36 -1.83 -0.91
Intercept[4] 0.27 -0.20 0.72
Intercept[5] 1.80 1.34 2.27

familiarity 0.07 -0.09 0.23
implication 0.17 0.00 0.35
implication type -0.84 -1.47 -0.19

Table 2: Population coefficients of Bayesian regression
model for Implication effects in Experiment 2.

Term Estimate CI2.5% CI97.5%

Intercept[1] -3.17 -3.58 -2.73
Intercept[2] -2.04 -2.44 -1.61
Intercept[3] -1.18 -1.58 -0.75
Intercept[4] 0.36 -0.03 0.80
Intercept[5] 1.93 1.52 2.36

familiarity 0.13 -0.03 0.29
implication 0.38 0.21 0.55
implication type -0.79 -1.36 -0.21

Fact condition First, we examined truth ratings for the
premise and implications statements among participants who
were told that the false statements were true at exposure
(“fact” condition). As expected, exposure to the premise
statements when presented as “facts” increased endorsement
at test, β = 1.193, 95% CI [0.987, 1.388]. In addition, par-
ticipants successfully drew inferences from these “facts,” re-
sulting in decreased accuracy for the implication statements
at test, β = -0.345, 95% CI [-0.601, -0.098].

Quiz condition It is quite appropriate that people should
draw new inferences when they learn new facts. But would
participants’ endorsements of the implication statements be
affected by mere exposure to the premise statements in the
“quiz” condition? To our surprise, it appears that they were.
Figure 1 shows participants’ average truth ratings for the im-
plication statements in the quiz condition. Participants gave
higher truth ratings following exposure for false statements
implied to be true, and somewhat lower truth ratings follow-
ing exposure for true statements implied to be false.

An increase in truth ratings for the false-implied-true state-
ments could potentially be explained by familiarity. This
would be consistent with findings from Arkes and colleagues
(1991), who found evidence for illusory truth for novel state-
ments that were on the same topic as previously-seen state-
ments. However, familiarity cannot explain the decrease in
truth ratings for the true-implied-false items, as familiarity

should encourage uniformly higher, not lower, truth ratings.
A regression model was used to tease apart the effects of

familiarity and logical implication. The model includes a) a
binary variable indicating the type of implication statement
(true-implied-false or false-implied-true), b) a binary predic-
tor for prior exposure to the related premise coded zero when
the premise was not seen and 1 when it was seen (capturing
potential effects of familiarity), c) and a variable capturing
the effect of implications, coded 1 for implied truth, -1 for
implied falsehood, and zero when the related premise state-
ment was not seen at exposure. Thus the “implication” pre-
dictor accounts for the effect of exposure to the premise on
truth judgments for the implied statements (either positive or
negative), while the “familiarity” predictor accounts for any
positive effect of familiarity. We also incorporated “maxi-
mal” random intercepts and slopes for all terms varying by
subject and item (Barr et al., 2013). Expressed in the common
“lme4” syntax (Bates et al., 2015), the regression model:

response ∼ item type+ familiarity+ implication
+(1+ familiarity+ implication|subject)
+(1+ familiarity+ implication|item)

Table 1 presents a summary of the posterior distribution
estimated for the population-level coefficients in this model.
The results indicate that both familiarity and the implication
of the premise statements affected participants’ truth ratings.
The implication effect is very credibly greater than zero. To
judge its overall magnitude, we compared the parameter es-
timate to the parameter estimate from the same regression
model applied to participants’ responses in the “fact” con-
dition (β = 0.532, 95% CI [0.215, 0.848]). Although smaller
than the effect observed in the “fact” condition, the effect in
the “quiz” condition is of a similar order of magnitude.

Surprisingly, the effects of exposure on participants’ truth
ratings for the premise statements were very subtle. Our pri-
mary preregistered test compared participants’ truth ratings
for the exposed premise statements at test against their rat-
ings for another set of 8 unexposed premise statements. This
analysis did not find any evidence of an illusory truth effect,
with a posterior estimate for the exposure parameter that cred-
ibly included zero. However, a secondary preregistered anal-
ysis comparing participants’ initial truth judgments for the
premise-statements to their later truth judgments for those
same statements at test did find a credible increase in endorse-
ments, β = 0.213, 95% CI [0.078, 0.345].

The small size of these illusory truth effects may owe to
the use of a “quiz” judgment task at exposure as well as the
relatively brief period of distraction between exposure and
test used in Experiment 1. By first responding to the state-
ments in a quiz, participants may then have felt pressure to
maintain consistency in their responses, and may have still
possessed some explicit memory of their responses for the
premise statements. If so, this could have suppressed the in-
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Figure 2: Average truth ratings for Implication statements in
Experiment 2, broken down by exposure (exposed vs. un-
exposed) and implication type (true-implied-false vs false-
implied-true). For visualization purposes, means were cal-
caulated by translating ordinal responses onto a scale from
-2.5 to 2.5. Error bars indicate standard errors.

fluence of familiarity traditionally argued to produce the illu-
sory truth effect.

More importantly, a drive to maintain consistency might
also explain our surprising findings of an illusory implica-
tion effect. Participants showed a general bias toward judging
statements “true” during the exposure phase, responding with
some variation of “true” for 71.8% of responses. Attempting
to maintain consistency with these prior responses could have
thus influenced their responses to the implication statements,
rendering the observed effect an artifact of the experimental
context.

Experiment 2
Experiment 2 was conducted to address the possibility that a
pressure for internal consistency produced the effects on the
implication-statement truth ratings observed in Experiment
1. Preregistration informationExperiment 2 can be found at
https://osf.io/czkdh/.

Methods
Participants A total of 300 participants were recruited
from Amazon Mechanical Turk using procedures identical to
Experiment 1. As before, participants who failed attention
check questions or who indicated they had looked up answers
were excluded from analyses, leaving a final sample of 286
(157 female, median age 38 years-old).

Materials and procedures All items and procedures were
identical to Experiment 1 except for three changes.

First, all participants were assigned to a new “interest” con-
dition. At exposure, participants were told that they would
see a set of statements, some true and some false, and they
were instructed to rate how interesting each statement was.
This change was made to avoid forcing participants to make

a true/false judgment for the exposed premise-statements,
which could have pushed them to try to make coherent or con-
sistent responses to the related implication-statements. Im-
portantly, as with a true/false quiz, the presentation of state-
ments in this context should not warrant any inference as to
the truth of those statements.

Secondly, to provide a longer period of distraction between
exposure and test, the ordering of the items in the test phase
was rearranged. Participants first rated 24 control items (12
true and 12 false) to extend the time between rating main test
items.

Third, another change in test presentation order further
prevented any consistency-pressure: Participants judged the
truth of all of the implication statements before judging the
premise statements.

Results and discussion
Figure 2 shows participants’ average truth ratings for the im-
plication statements with and without exposure to their cor-
responding premise statements in Experiment 2. The illusory
implication effect was again observed. As shown in the fig-
ure, truth ratings were clearly affected by exposure: partic-
ipants gave higher truth ratings following exposure for false
statements implied to be true, and lower truth ratings follow-
ing exposure for true statements implied to be false. Table 2
shows the posterior population-level estimates for an identical
regression as was conducted for Experiment 1. Experiment 2
replicated the effects of Experiment 1 in a revised design that
eliminated any consistency pressure or demands on partici-
pants. In fact, the magnitude of the effect for the implication
statements was somewhat larger in Experiment 2 than in Ex-
periment 1.

In addition, participant’s truth ratings for the premise state-
ments in Experiment 2 revealed the classic illusory truth ef-
fect: premise statements were rated as more true when partic-
ipants had been exposed to them previously β = 0.525, 95%
CI [0.333, 0.719].

Interestingly, though somewhat smaller, the illusory im-
plication effect for the implication statements was generally
similar in magnitude to the illusory truth effect observed
among the premise statements.

One limitation of these studies relative to prior work on
the illusory truth effect is the relatively limited number of
statements participants saw and were tested on. Generating
diverse pairs of statements with a clear implication relation
is relatively more challenging than simply generating false
statements. Fortunately as shown in Figure 3, the illusory im-
plication effect was fairly robust across the majority of the 24
different individual item pairs in Experiment 2.

Discussion
We observed an “illusory implication” effect across two pre-
registered experiments: mere exposure to premises (e.g. that
“The Tour de France has been held every year since its incep-
tion in 1903”) influenced participant’s truth ratings for ex-
amples of their logical implications (e.g. that “The Tour de

https://osf.io/czkdh/
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Figure 3: Average truth ratings for individual premise and implication statements in Experiment 2, broken down by exposure
(exposed vs. unexposed) and implication type (true-implied-false vs false-implied-true). For visualization purposes, means
were calcaulated by translating ordinal responses onto a scale from -2.5 to 2.5. Error bars indicate standard errors.

France was still held during World War I and World War II”).
Unlike the illusory truth effect, this novel effect cannot be
easily explained by the effects of familiarity or fluency on the
judgment process (cf. Fazio et al., 2015; Unkelbach, 2007;
Wang et al., 2016): whereas familiarity would be expected to
uniformly increase endorsements, participants’ truth ratings
for implication statements were both increased and decreased
according to the implications of the corresponding premises.
Thus, it appears that mere exposure has a genuine impression
on people’s beliefs beyond simply creating a sense of famil-
iarity.

If not familiarity, then what cognitive mechanism could ex-
plain these findings? One potential explanation is that mere
exposure to the premise statements essentially leads partici-
pants to at least partially adopt the premise statements as be-
liefs. Simply entertaining the idea may create such an im-
pression despite awareness of its ambiguous truth-value. Or,
consistent with a general overriding expectation of truth in
testimony (e.g. Grice, 1989; Levine, 2014), participants may
at least partially accept the premise statements as true de-
spite the experimental context making clear they should not.
This explanation would be consistent with the general truth-
bias observed throughout both studies. Future research might
vary the plausibility of the premise statements to evaluate this
explanation or identify its boundary conditions (Fazio et al.,
2019).

Another potential explanation would attribute the illusory
implication effect to processes that play out in the testing
phase. Rather than familiarity, the illusory implication ef-
fect may instead reflect explicit memory and source misat-
tribution: Participants may (at least partially) remember the
premise statements, but fail to properly attribute their source
to the experimental context. Future research might explore

how explicit memory for the premise statements correlates
with the strength of the illusory implication effects. In partic-
ular, research might disentangle memory effects by exploring
factors that are known to affect memory, but that should not
affect other reasoning processes, such as retention intervals
or serial-position effects (e.g. Bjork & Whitten, 1974).

Finally, given the surprising nature of our findings, we
must raise the possibility of potential deflationary explana-
tions: that the finding could be some kind of experimental de-
mand characteristic. For instance, participants’ might imag-
ine there is some kind of trick so that they are expected to
reason forward from the initial exposure to the items. Or,
some proportion might have been sufficiently confused so as
to imagine they were meant to believe the statements on their
initial exposure (though it is hard to imagine this in Exper-
iment 1). Further work should explore participants’ percep-
tions of the purposes of these studies and the potential for
different response strategies. However, it should be noted
that similar concerns could be levied at essentially all prior
research on the illusory truth effect.

Whatever the cognitive mechanism behind the illusory im-
plication effect we observed, these findings are further cause
for concern about the spread of misinformation on and of-
fline. The spread of misinformation and fake news may out-
pace the spread of factual news (Vosoughi et al., 2018) and
creates massive challenges for online platforms seeking to
remove, label, and correct misinformation (Sharma et al.,
2019). These challenges may be further compounded by ba-
sic features of human cognition: mere exposure to false state-
ments can make them appear true. Further, as our findings are
the first to indicate, these impacts generalize to related state-
ments and are potentially indicative of genuine belief follow-
ing mere exposure.
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