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Abstract

A number of findings suggest that people’s expectations about
the future are unrealistically optimistic (e.g. Sharot et al.,
2011). This bias is thought to result from the “motivational
modulation” of evidence, driven by the desire to feel positively
about one’s own future (Sharot, 2011). However, evaluating
“bias” in belief revision requires careful comparison against
a rational standard, and recent arguments and findings (Shah
et al., 2016) give reason to doubt much of the evidence for
optimism bias. Descriptive Bayesian models allow for a di-
rect comparison of human belief updating against the Bayesian
rational standard (Tauber et al., 2017). Here, these analyses
indicate widespread “conservatism,” or weaker-than-rational
belief revision. However, in contrast to the widely-reported
“optimism bias,” participants more commonly displayed pes-
simism than optimism in their belief revision. Both effects
were marked by significant heterogeneity, with a sizable frac-
tion of participants engaging in largely rational updating.
Keywords: Cognitive Psychology; Belief updating; Motivated
reasoning; Bayesian computational models

“The truth hurts” or so you may have variously heard from
poets, singers, and philosophers—from Twain, Nietzche, and
Lizzo alike.

The formation and maintenance of veridical beliefs in light
of new experiences is a key function of cognition. Accurate
beliefs are essential to inform adaptive action in the present
and plans for the future. Nevertheless, some truths can sting:
It can be hard to accept that a leader has betrayed us, that
our actions have hurt others, or that our hopes for the future
are unlikely to be realized. In such cases, truth-seeking might
compete with other motivational factors: for instance, people
might seek to maintain face within their ingroup (e.g. Kahan,
2013), preserve their positive self-concept (e.g. Dunning et
al., 1989; Sanitioso et al., 1990), or feel good about the future
(Sharot et al., 2011; e.g. Sharot, 2011).

Consistent with the idea that such motivated reasoning is
pervasive (Kunda, 1990), a large body of findings suggest that
people’s expectations about the future are unreasonably rosy
(Chowdhury et al., 2014; Sharot et al., 2011; e.g. Sharot,
2011; Weinstein, 1980). This “unrealistic optimism” is typ-
ically thought to reflect a self-serving bias to feel positively
about one’s own future. This desire affects how new experi-
ences and information are interpreted, leading to the “moti-
vational modulation” of evidence (Sharot, 2011) and the dis-
counting of “bad news.”

In a now-classic study, Sharot and colleagues (2011) asked
participants to estimate their own personal risk for a number

of different positive and negative life events. Then, they pre-
sented those participants with information on the true base
rate risk for those events in the population and asked them to
again estimate their own personal risk. Many studies report
that the differences between participants’ initial and updated
estimates are greater (in magnitude) when the base rate was
lower than participants’ own estimates for negative events and
higher for positive events. From this, researchers have con-
cluded that people are optimistically biased in their belief up-
dating (e.g. Chowdhury et al., 2014; Kuzmanovic et al., 2015;
Sharot et al., 2011).

However, Shah and colleagues (2016) identified serious
flaws in the logic of these belief updating experiments. Most
fundamentally, these original studies do not provide sufficient
information to determine whether the information being pre-
sented to participants constitutes good or bad news. This is
because people’s perceptions of their own personal risk and
baseline risk are not necessarily the same. Alice might rea-
sonably believe that the risk for skin cancer in the general
population is 3%, but that her own risk is 10% given her
complexion, family history, and so forth. And Bob might
reasonably believe that the prevalence of skin cancer in the
general population is 10%, but that his own risk is 5% given
his own personal characteristics. Suppose these two are both
informed that the true risk is 6%. Intuitively, it should be clear
this is bad news for Alice (being higher than they expected)
and good news for Bob, but the procedures used by previous
research (e.g. Sharot et al., 2011) would reverse these cate-
gorizations.

Determining whether people’s belief updating is biased
and could therefore constitute evidence for motivated reason-
ing requires a comparison against a rational standard. More
broadly, there are a number of examples of apparent biases in
belief revision and formation that can be explained by alter-
native rational accounts (e.g. Austerweil & Griffiths, 2011;
Chater et al., 2020; Jern et al., 2014; Navarro & Perfors,
2011).

So, is there an optimism bias? And can such a bias be
demonstrated in clear contrast to any competing rational ac-
counts?

A rational model for belief revision
Bayes rule provides a normative, rational standard for belief
updating. According to Bayes’ rule, the posterior probabil-



ity of a hypothesis given some evidence can be calculated
from the probability of the evidence given the hypothesis (the
likelihood) and the prior probability of the hypothesis in the
absence of this evidence.

P(h|d) = P(d|h)P(h)
P(d)

(1)

To judge their own personal risk, a rational reasoner would
integrate any knowledge or evidence they possess about their
own relative personal risk with their estimation of the prior or
average risk. This can be expressed simply using the log-odds
form of Bayes Rule, whereby the log odds of the posterior is
the sum of the prior odds and the log of what is sometimes
called an “evidence ratio” (ER).

Posterior log-odds = Prior log-odds+ log ER (2)

The evidence ratio is the ratio of the likelihoods of the
data given the hypothesis, P(D|H)/P(D|¬H) (hence it is also
sometimes called a likelihood ratio). This evidence ratio, or
the evidence an individual possesses (or believes themselves
to possess), can thus be inferred from their estimates of the
base rates and their own risk. After being informed of the true
base rate, a rational reasoner should then update their beliefs
about their own personal risk accordingly, substituting in the
new base rate. With some algebra, the log-odds of the poste-
rior belief can be calculated from the prior base rate estimate,
the prior personal risk estimate, and the true base rate pro-
vided. With all terms transformed to log-odds, the schematic
form of the equation is:

Posterior risk =prior risk+
(true base rate− prior perceived base rate)

(3)

Shah and colleagues (2016) use this rational analysis to de-
rive predictions for rational belief updating and attempted to
design studies that could demonstrate evidence for optimism
as compared with a true rational standard. Their results actu-
ally provided some evidence for pessimism rather than opti-
mism. However, they note several challenges that complicate
their attempts to address this research question: most funda-
mentally, issues posed by the boundedness of the probability
scale for the use of additive statistical models.

Fortunately these concerns are relatively straightforwardly
addressed by recent computational advances that simplify the
estimation of Bayesian generalized linear models with non-
normal response distributions. As described in the follow-
ing section, this makes Shah and colleagues’ (2016) paradigm
an attractive test case for exploring belief updating and moti-
vated reasoning generally. Much of the original foundational
work on Bayesian belief updating concerned reasoning tasks
about entirely artificial contexts, such as flipping coins or
drawing differently-colored balls from urns (e.g. Edwards,
1968). These artificial tasks made it easy to define what is
“rational.” Sharot and colleagues’ (2011) base rate task, as re-
fined by Shah and colleagues (2016), similarly offers a clear

definition of rational belief updating, but in the context of
more ecologically-valid and meaningful beliefs.

Descriptive Bayesian models of belief revision
The methodological challenges raised by Shah and colleagues
(2016) can be addressed by adopting a descriptive Bayesian
approach that estimates deviations from optimality as part of
a Beta regression model predicting posterior beliefs.

The equations above provide an optimal rational model for
belief revision in light of base rate information. But this opti-
mal model can also be extended to form a variety of descrip-
tive Bayesian models that can be used to examine possible de-
viations from optimality–including biases plausibly evidenc-
ing motivated reasoning. Comparisons of these descriptive
models promise a test of motivated versus rational belief up-
dating that is valid by the Bayesian perspective’s own lights.

The equation below expresses the rational model’s predic-
tions for the posterior judgment (µ) given a specific prior risk
judgment (x), the true base rate (b) and the initial perceived
base rate (b̃) for a participant i and item j. Grouping the
last two terms of equation 4 together with parenthesis should
make its appearance familiar: together these last two terms
form the log evidence ratio representing the evidence pro-
vided by the true base rate for a person’s personal risk es-
timate.

logit(µi j) = logit(xi j)+
(
logit(b j)− logit(b̃i j)

)
(4)

The regression equation above defines a generalized linear
model, where inputs are transformed by the logit function and
responses on the probability scale are connected to the linear
model with a logit link function. This regression equation
can be combined with a Beta likelihood to model people’s
posterior probability judgments (yi j). The Beta distribution is
a continuous probability distribution for probabilities or pro-
portions, that is naturally bounded in [0, 1]. In the context of
Beta regression, it is parameterized by its central tendency µ
and precision k.

yi j ∼ Beta(µi jk,(1−µi j)k) (5)

Under the rational model, the predicted posterior probabil-
ity is fixed by the equation as written. But under a descrip-
tive Bayesian model, additional terms can be added to capture
how belief revision might deviate from optimality.

Over 50 years of cognitive psychological research has
found that people often do not update their beliefs as they
ought to according to Bayes rule, a phenomenon known as
“conservatism” (Edwards, 1968; Erev et al., 1994; Fischhoff
& Beyth-Marom, 1983). These findings are quite robust, al-
though there is considerable contention about their source
(Erev et al., 1994). They may owe to a general “anchoring”
response-bias (e.g. Slovic & Lichtenstein, 1971) or to imper-
fect representation of the evidence (Edwards, 1968). Or, ap-
parent “conservatism” may simply reflect an imperfect trust
of the information being provided in cognitive psychological



experiments (Corner et al., 2010). In any case, the degree to
which participants incorporate new base rate evidence when
updating their beliefs can be captured by adding the multi-
plicative parameter α to the regression equation.1

logit(µi j) = logit(xi j)+αi
(
logit(b j)− logit(b̃i j)

)
(6)

Extending this descriptive Bayesian approach further al-
lows for a test of optimism in belief updating. The multi-
plicative term can be expanded into a linear equation, with
a new coefficient β and a new variable gi j, a binary variable
representing whether the information being presented repre-
sents good news (1) or bad news (0). This binary variable is
coded 1 for negative events where participants perceived the
base rates to be higher than the true base rates, 1 for positive
events where participants perceived the base rates to be lower
than the true base rates, and zero otherwise. The β coefficient
thus offers a test of optimism: if β is greater than zero, this in-
dicates optimism (greater incorporation of evidence for good
rather than bad news). If it is less than zero, this indicates
pessimism.

logit(µi j) = logit(xi j)+(αi +βigi j)
(
logit(b j)− logit(b̃i j)

)
(7)

Methods
This study was preregistered (https://osf.io/k4am6). All
data and analysis code are available at https://osf.io/
crp98/.

Participants
A total of 197 participants were recruited through the
CloudResearch survey recruitment platform, which provides
access to a group of prescreened workers from Amazon’s
mechanical Turk work distribution website. All participants
were at least 18 years old and were located in the United
States. Participants were compensated $2.25 for approxi-
mately 10 to 15 minutes of participation. Participants who
failed a simple attention check question were excluded from
analysis, leaving a final sample of 186 participants (76 fe-
male, median age 36).

Materials and procedures
Twenty potential life events were drawn from a larger pool
of items used by Shah et al. (2016). Ten of the events were
positive (e.g. living to be at least 90 years old), and ten were
negative (e.g. being diagnosed with cancer).

1If “mistrust” of the experimentally-provided evidence is the
source of conservatism (as suggested by Corner and colleagues
(2010), then some belief-updating contexts might be better repre-
sented as a case of Jeffrey-conditionalization (Jeffrey, 1983). In this
case, an analogous α parameter would represent the probability peo-
ple assign to the facts presented. However, given that the base rate
information being provided here is a continuous quantity, this may
not be a complete representation of the evidence’s interpretation.

For each event, participants estimated their own probability
of experiencing the event and the average person’s probabil-
ity of experiencing the event (order counterbalanced across
participants). Then, they were informed of the true base rates
for the event. Finally, they rated their own personal estimate
of their risk after having seen this information. All ques-
tions were presented on individual screens and numerical re-
sponses were freely typed.

After completing the primary task, participants were also
asked to respond to the Life Orientation Test-Revised (LOT-
R, Scheier et al., 1994), a measure of personality trait opti-
mism.

Results
All models were implemented as fully Bayesian mixed-
effects models using the non-linear syntax functions of the
brms R package (Bürkner, 2017). Model posteriors were
estimated using the No-U-Turn Markov Chain Monte Carlo
(MCMC) sampler implemented in Stan. Four MCMC chains
were run, with 2000 samples (1000 burn-in) drawn from each.
Chains were assessed for convergence with R̂ and the total es-
timated effective sample size was verified to be greater than
1000 for all parameters (Gelman et al., 2014).
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Figure 1: Predicted versus observed changes in probability
judgments under the descriptive Bayesian model with α pa-
rameter across all responses.

Rational versus descriptive Bayesian models
A rational Bayesian model of belief updating can be used
to predict posterior (i.e. posttest) beliefs a priori, without re-
quiring any parameters be estimated. In contrast, descriptive
Bayesian models must be fit to data.

First, I compared a rational Bayesian model’s predictions
(equation 4) against a descriptive Bayesian model incorpo-
rating a multiplicative parameter for each individual partic-
ipant that estimates the degree to which they incorporate
new evidence into their beliefs (equation 6). This was a

https://osf.io/k4am6
https://osf.io/crp98/
https://osf.io/crp98/
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Figure 2: Forest plots of participant-level α (left) and β (right) parameters from descriptive Bayesian models of belief revision.
Individual estimates for α that do not credibly differ from 1 are highlighted, indicating responses consistent with rational
responding. On the right, estimates for β that are credibly above or below zero are highlighted to indicate optimism and
pessimism.

Bayesian hierarchical Beta regression model that also in-
cluded population-level parameters for the expectation and
spread of this update multiplier.

Both models can be treated as Beta regressions, where par-
ticipants’ posterior (posttest) beliefs are distributed under a
Beta distribution parameterized according to its expectation µ
and spread k (equation 5).

These models both predict posterior beliefs, but it is of par-
ticular interest how well they capture changes in people’s be-
liefs. The descriptive Bayesian model generates substantially
better predictions for these changes (R2 = 0.724) than did the
rational model (R2 = 0.62).

Of course the descriptive Bayesian model is far more com-
plex in its parameterization. The models can also be com-
pared formally by ELPDloo, an estimate of the posterior prob-
ability of new unseen data given the model and the poste-
rior distribution of its parameters (Vehtari et al., 2017). This
measure, an estimate of leave-one-out cross validation perfor-
mance, provides an estimate of a model’s ability to generalize
to new data that accounts for differences in model complex-
ity.2 Again, the descriptive Bayesian model is very strongly
preferred (∆ELPDloo =−1843, SE = 136.1).

On average, participants did not update their beliefs as
much as Bayes’ rule prescribes, indicated by the estimated
population-level multiplier parameter, αpop = .60, 95% CI
[.57, .64]. This is consistent with a large body of prior find-
ings demonstrating conservatism in belief revision (Edwards,
1968; e.g. Erev et al., 1994; Fischhoff & Beyth-Marom,
1983). Figure 2 presents a forest plot showing the posterior
distribution of participants’ multiplier parameters. As can be
seen, the clear majority of these estimates are credibly be-
low one, indicating that these participants shifted their beliefs
less than predicted by Bayes rule. In addition, a number of
participants’ estimated multiplier parameters are near zero,

2Note that this does require one parameter to be fit for the rational
model, capturing the spread of the Beta distribution, k.

indicating they hardly updated their beliefs at all.
Nevertheless, there is substantial heterogeneity across indi-

viduals. It is especially worth emphasizing that a substantial
portion of participants’ estimated multiplier parameters do
not credibly differ from 1. Correspondingly, a good number
of participants’ posterior beliefs and belief changes are well-
captured by the rational Bayesian model (R2 > .90 for 30 of
186 participants). Figure 3 shows predicted belief changes
under the rational model against observed belief changes for
a sampling of participants with different multiplier estimates.

There were some participants who did not substantively
update their beliefs at all in this task. These failures seem
qualitatively different from the under-appreciation of evi-
dence consistent with “conservatism.” One possibility is that
these participants were entirely distrustful of the experimental
context. Another possibility is that they are exhibiting a form
of base rate neglect. Base rate neglect is most commonly
observed when people’s judgments are overly sensitive to di-
agnostic information, as they apparently neglect prior proba-
bility information (a sort of anti-conservatism, Kahneman &
Tversky, 1973; Tversky & Kahneman, 1974). For instance,
people might judge that a “shy student who enjoys math” is
more likely to be a physics major than a psychology major,
neglecting to consider that many more students study psy-
chology than physics.

The base rate updating task here requires some active un-
derstanding of Bayesian inference: participants must appre-
ciate that base rates (priors) are relevant to their own personal
risk (posteriors). Some participants may fail to reason about
this appropriately, thereby failing to see the relevance of the
base rate information and neglecting to update their beliefs.

Optimism in belief updating
Optimism or pessimism in belief updating can be examined
by extending the descriptive Bayesian model with an addi-
tional parameter sensitive to the valence of the evidence be-



124 164 165

38 41 114

−0.5

0.0

0.5

−0.5

0.0

0.5

−0.5

0.0

0.5

O
bs

er
ve

d

3 30 33
−

0.
4

0.
0

0.
4

0.
8

−
0.

4
0.

0
0.

4
0.

8

−
0.

4
0.

0
0.

4
0.

8

Predicted

α near 1

134 142 147

91 92 130

−0.50
−0.25

0.00
0.25
0.50

−0.50
−0.25

0.00
0.25
0.50

−0.50
−0.25

0.00
0.25
0.50

15 65 69

−
0.

4
0.

0
0.

4

−
0.

4
0.

0
0.

4

−
0.

4
0.

0
0.

4

Predicted

α near 1/2

168 186 195

93 115 167

−0.25
0.00
0.25
0.50
0.75
1.00

−0.25
0.00
0.25
0.50
0.75
1.00

−0.25
0.00
0.25
0.50
0.75
1.00

39 70 87

−
0.

5
0.

0
0.

5

−
0.

5
0.

0
0.

5

−
0.

5
0.

0
0.

5

Predicted

α near 0

Figure 3: Illustration of participant-level variation in belief updating. Random participants were sampled from among partic-
ipants with varying α parameters. Faceted plots show predicted versus observed belief changes under the rational Bayesian
model. Belief updating for participants with α near 1 is largely consistent with the rational model’s predictions. Participants
with α near zero generally fail to update their beliefs. Dashed lines indicate perfect correlation.

ing provided (captured in equation 7 above). This model adds
a predictor indicating whether the news is classified as good
(1) or bad (0), and a multiplicative coefficient that codes for
the difference in updating for good versus bad news. The ad-
dition of this parameter substantially improves the quality of
the model fit, as indicated by ELPDloo (∆ELPDloo =−72.8,
SE = 26.5).

Optimism can be tested by examining the β coefficient
in this model, which codes for the difference in the use of
evidence constituting “good news” versus “bad news.” Fit-
ting the model reveals that participants displayed modest pes-
simism on average, with β’s posterior expectation equal to
-.10 and a 95% credible interval ranging from -.14 to -.06.

Figure 2 (right) presents a forest plot showing the posterior
distribution of participants’ β coefficients. As can be seen,
there is substantial heterogeneity across individual partici-
pants. Consistent with the average estimates, a greater num-
ber (25 of 186) of participants β coefficient estimates reliably
indicate pessimism at the individual-level, and only a handful
(3 of 186) reliably evinced optimism (by 95% credible inter-
val).

Consistent with this heterogeneity, a number of studies
have explored the potential for individual differences in op-
timistic belief updating. For instance, Kuzmanovic and col-
leagues (Kuzmanovic et al., 2015) report that “optimism” in
belief revision was correlated with trait optimism as measured
by the Life Orientation Test - Revised (LOT-R) (Scheier et
al., 1994). In addition, Chowdhury and colleagues (2014)
report finding greater optimism among older adults as com-
pared with younger adults, over and above the effects of trait
optimism.

However, neither age nor trait optimism appears to be cor-

related with “optimism” in belief updating as captured by the
descriptive Bayesian model. Figure 4 shows the inferred op-
timism parameters (with 95% credible intervals) for all par-
ticipants against their age and LOT-R scores. As is plain from
the figure, neither are meaningfully correlated with optimism.
One possibility is that prior findings were artifacts of the
flawed measurement paradigm used in these studies. How-
ever, despite recruiting many more participants than these
prior studies, the present study is somewhat lacking in its
recruitment of older individuals. Thus further investigation
may be warranted, including studies that recruit participants
more uniformly across the age range and that utilize more ex-
perimental trials so as to better estimate individual-level opti-
mism parameters.

Discussion
This study tested optimism in belief revision through descrip-
tive Bayesian modeling. Using Beta regression and a descrip-
tive model inspired by rational analysis, I found evidence for
substantial deviation from normative updating. In particular,
most participants updated their beliefs less than would be ex-
pected from the direct application of Bayes’ rule. However,
in contrast to widespread claims of “optimism” in belief up-
dating, I instead found greater evidence for pessimism.

There was substantial individual heterogeneity in both the
conservatism and pessimism effects that must qualify the
population-average findings. A sizable subset of participants
revised their beliefs in ways consistent with an entirely ra-
tional model of Bayesian belief updating. These participants
did not exhibit any substantial conservatism, nor was their
updating affected by the valence of the evidence provided. In
addition, a small number of participants did exhibit optimism
as could be reliably inferred from the model’s parameters.
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Figure 4: Scatterplot and least-squares regression line show-
ing the association between age (top) and LOT-R responses
(bottom) and inferred β optimism parameters for individaul
participants. Error bars indicate 95% credible intervals of pa-
rameter estimates.

Motivational and Bayesian accounts of belief revision may
be at odds, but there is no reason to expect these theories to be
mutually exclusive. Instead, as these findings indicate, there
is liable to be substantial individual and contextual variation:
some people might be pessimists, perhaps fewer might be
optimists, and many might be relatively even-keeled. Some
people might reason rationally—only to show bias in another
context.

Bearing this in mind, the development and application of
Bayesian versus motivational accounts should be informed
by the prevalence and relative magnitude of deviations from
rationality in belief revision. On average, the findings here
suggest conservatism is a more prevalent and stronger bias
than pessimism. Consider, for example, public health offi-
cials trying to persuade people of the benefits of vaccines:
these findings suggest they would be better served identify-
ing and countering the sources of conservatism rather than
pessimism. Moreover, any overall account of biases in belief
revision should be tempered by the understanding that sub-
stantial numbers of people are apparently capable of and do
engage in normatively rational belief revision.

Nevertheless, the impacts of affective valence on belief re-
vision remains a worthy area of study with several interesting
avenues for further research.

Pessimism presents some challenges to current motiva-
tional accounts of belief revision. According to such ac-
counts, the pursuit of accurate beliefs is but one among many
different motivations that might guide how people form and
revise their beliefs. Perhaps the paradigmatic motivation is
pleasure-seeking—to feel good about ourselves and the fu-
ture. This is the sort of motivation thought to be served by
optimistic belief updating biases. In addition, some have ar-
gued that optimistic biases might even serve some adaptive
functions, such as supporting exploration by reducing anxi-
ety and stress (Scheier et al., 1989; Sharot et al., 2011; Taylor
et al., 2000). However, the present findings suggest that opti-
mistic biases are quite rare and instead pessimistic biases are
more prevalent.

Pessimism runs directly counter to the most immediate and
paradigmatic pleasure-seeking motivations. An alternate mo-
tiational account of pessimism could be that lowering one’s
expectations guards against future disappointments, thereby
serving as a regulatory coping mechanism (see e.g. Gul,
1991; Mellers et al., 1997; Powell & Horne, 2018). It could
be further argued that a pessimistic outlook serves adaptive
functions by encouraging defensive planning and preparation
that helps people to weather hardships. If these proposals
seem at all persuasive, this should make clear that current mo-
tivational accounts are underspecified, as they can apparently
offer justifications for either optimistic or pessimistic biases.

One potential explanation is that optimistic and pessimistic
motivations compete: that there is an immediate motiva-
tion for optimism but also a longer-term motivation for pes-
simism. Empirical support for this sort of motivational ac-
count might be found by quantifying the subjective value of
present anticipation or dread over time against the anticipated
dampening of future negative emotional experiences. Under
a motivational account, people should be optimistic when the
positive feelings associated with the formation of a desire-
able belief (and then experienced over time) outweigh the
expected increase in negative feelings if a negative outcome
should actually eventually occur. And people should be pes-
simistic if the negative feelings associated with the formation
and maintenance of an undesirable belief are outweighed by
the expected decrease in negative feelings if the negative out-
come should occur.

Altogether, the present findings call for a re-evaluation of
“optimism” in belief revision and of existing theories of moti-
vated reasoning. It may be possible to develop a motivational
account of the present findings of pessimism, but further nu-
ance and investigation are needed to advance such an account.
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